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FNIR(N, R, T) = False neg. identification rate N = Num. enrolled subjects T = Threshold
FPIR(N, T) = False pos. identification rate R = Num. candidates examined

T = 0! Investigation
T > 0! Identification
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FRVT - FACE RECOGNITION VENDOR TEST - IDENTIFICATION 2

Executive Summary
This report updates and extends NIST Interagency Report 8238, documenting the evaluation of automated face recogni-
tion algorithms submitted to NIST in November 2018. The algorithms, which implement one-to-many identification of
faces appearing in two-dimensional images, are prototypes from the research and development laboratories of mostly
commercial suppliers, and are submitted to NIST as compiled black-box libraries implementing a NIST-specified C++
test interface. The report therefore does not describe how algorithms operate.

The evaluation used four datasets - frontal mugshots, profile views, webcam photos and wild images - and the re-
port lists accuracy results alongside developer names. It will therefore be useful for comparison of face recognition
algorithms and assessment of absolute capability. The primary dataset is comprised of 26.6 million reasonably well-
controlled live portrait photos of 12.3 million individuals. The three smaller datasets contain more unconstrained
photos: 3.2 million webcam images; 200 thousand side-view images; and 2.5 million photojournalism and amateur
photographer photos. These datasets are sequestered at NIST, meaning that developers do not have access to them for
training or testing. The last dataset, however, consists of images drawn from the internet for testing purposes so while
it is not truly sequestered, its composition is unknown to the developers.

The evaluation was run in three phases, starting Feburary, June, and November 2018 respectively, with developers re-
ceiving technical feedback between phases. Results for 127 algorithms from 41 developers were published in Novem-
ber 2018 as NIST Interagency Report 8238. This update adds results for an additional 76 algorithms from 42 developers
submitted in October 2018. At that time seven developers ceased participation, and nine developers started. The
developer totals constitute a substantial majority of the face recognition industry.

The major result given in NIST IR 8238 was that massive gains in accuracy have been achieved in the last five years
(2013-2018) and these far exceed improvements made in the prior period (2010-2013). While the industry gains were
broad - at least 30 developers’ algorithms outperformed the most accurate algorithm from late 2013 - there remains
a wide range of capability. While this report shows accuracy gains only over the course of 2018, the most accurate
algorithm reported here is substantially more accurate than anything reported in NIST IR 8238. This is evidence that
face recognition development continues apace, and that FRVT reports are but a snapshot of contemporary capability.

From discussion with developers, the accuracy gains stem from the adoption of deep convolutional neural networks.
As such, face recognition has undergone an industrial revolution, with algorithms increasingly tolerant of poorly illu-
minated and other low quality images, and poorly posed subjects. One related result is that a few algorithms correctly
match side-view photographs to galleries of frontal photos, with search accuracy approaching that of the best c. 2010
algorithms executing frontal-frontal search. The capability to recognize under a 90-degree change in viewpoint - pose
invariance - has been a long-sought milestone in face recognition research.

With good quality portrait photos, the most accurate algorithms will find matching entries, when present, in galleries
containing 12 million individuals, with rank one miss rates of approaching 0.1%. The remaining errors are in large
part attributable to long-run ageing, facial injury and poor image quality. In at least 5% of images identification often
succeeds (i.e. the mate is returned at rank 1) but recognition similarity scores are weak such that true and false matches
become indistinguishable, and human adjudication becomes necessary.

From Fall 2019 this report will be updated continuously as new algorithms are submitted to FRVT, and run on new
datasets. Participation in the one-to-many identification track requires a devloper to first demonstrate high accuracy
in the one-to-one verification track of FRVT.
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FNIR(N, R, T) = False neg. identification rate N = Num. enrolled subjects T = Threshold
FPIR(N, T) = False pos. identification rate R = Num. candidates examined

T = 0! Investigation
T > 0! Identification

https://nvlpubs.nist.gov/nistpubs/ir/2018/NIST.IR.8238.pdf
https://nvlpubs.nist.gov/nistpubs/ir/2018/NIST.IR.8238.pdf
https://www.nist.gov/programs-projects/frvt-1n-identification
https://www.nist.gov/programs-projects/frvt-11-verification
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FRVT - FACE RECOGNITION VENDOR TEST - IDENTIFICATION 3

Scope and Context
Audience: This report is intended for developers, integrators, end users, policy makers and others who have some
familiarity with biometrics applications. The methods and metrics documented here will be of interest to organizations
engaged in tests of face recognition algorithms. Some of these have been incorporated in the ISO/IEC 19795 Part 1
Biometric Testing and Reporting Framework standard, now under revision.

Prior benchmarks: Automated face recognition accuracy has improved massively in the two decades since initial com-
mercialization of the various technologies. NIST has tracked that improvement through its conduct of regular inde-
pendent, free, open, and public evaluations. These have fostered improvements in the state of the art. This report
serves as an update to the NIST Interagency Report 8238 on performance of face identification algorithms, published
in November 2018.

Scope: As with NIST IR 8238, this report documents recognition results for four databases containing in excess of 30.2
million still photographs of 14.4 million individuals. This constitutes the largest public and independent evaluation of
face recognition ever conducted. It includes results for accuracy, speed, investigative vs. identification applications,
scalability to large populations, use of multiple images per person, images of cooperative and non-cooperative subjects.

The report also includes results for ageing, recognition of twins, and recognition of profile-view images against frontal
galleries. It otherwise does not address causes of recognition failure, neither image-specific problems nor subject-
specific factors including demographics. Separate reports on demographic dependencies in face recognition will be
published in the future. Additionally out of scope are: performance of live human-in-the-loop transactional systems
like automated border control gates; human recognition accuracy as used in forensic applications; and recognition of
persons in video sequences (which NIST evaluated separately [9]). Some of those applications share core matching
technologies that are tested in this report.

Images: Three kinds of images are employed. The primary dataset is a set of law enforcement mugshot images (Fig. 3)
which are enrolled and then searched with three kinds of images: 1) other mugshots (i.e. within-domain); 2) profile-
view photographs (90 degree cross-view); 3) lower quality webcam images (Fig. 4) collected in similar detention
operations (cross-domain); Additionally wild images (Fig. 6) are searched against other wild images.

Participation and industry coverage: The report includes performance figures for 203 prototype algorithms from the
research laboratories of 51 commercial developers and one university. This represents a substantial majority of the
face recognition industry, but only a tiny minority of the academic community. Participation was open worldwide.
While there is no charge for participation, developers incur some software engineering expense in implementing their
algorithms behind the NIST application programming interface (API). The test is a black-box test where the function
of the algorithm, and the intellectual property associated with it, is hidden inside pre-compiled libraries.

Recent technology development: Most face recognition research with deep convolutional neural networks (CNNs) has
been aimed at achieving invariance to pose, illumination and expression variations that characterize photojournalism
and social media images. The initial research [18, 24] employed large numbers of images of relatively few (� 104)
individuals to learn invariance. Inevitably much larger populations (� 107) were employed for training [11, 20] but
the benchmark, Labeled Faces in the Wild with (essentially) an equal error rate metric [12], represents an easy task,
one-to-one verification at very high false match rates. While a larger scale identification benchmark duly followed,
Megaface [15], its primary metric, rank one hit rate, contrasts with the high threshold discrimination task required
in most large-population applications of face recognition, namely credential de-duplication, and background checks.
There, identification in galleries containing up to 108 individuals must be performed using a) very few images per
individual and b) stringent thresholds to afford very low false positive identification rates. FRVT 2018 was launched to
measure the capability of the new technologies, including in these two cases. FRVT has included open-set identification
tests since 2002, reporting both false negative and positive identification rates [7].
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FNIR(N, R, T) = False neg. identification rate N = Num. enrolled subjects T = Threshold
FPIR(N, T) = False pos. identification rate R = Num. candidates examined

T = 0! Investigation
T > 0! Identification

https://www.iso.org/standard/73515.html
https://mdtf.org/
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FRVT - FACE RECOGNITION VENDOR TEST - IDENTIFICATION 4

Performance metrics for applications: This report documents the performance of one-to-many face recognition algo-
rithms. The word ”performance” here refers to recognition accuracy and computational resource usage, as measured
by executing those algorithms on massive sequestered datasets.

This report includes extensive tabulation of recognition error rates germane to the main use-cases for face search tech-
nology. The Figure below, inspired by the Figure 1 in [25] differentiates different applications of the technolgy. The last
row directs readers to the main tables relevant to those applications, respectively threshold-based and rank-based met-
rics that are special cases of the metrics given in section 3. The terms negative identification and positive identification
are taken from the ISO/IEC 2382-37:2017 standardized biometrics vocabulary.
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The algorithms are specifically configured for these applications by setting thresholds and candidate list lengths. Both
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FNIR(N, R, T) = False neg. identification rate N = Num. enrolled subjects T = Threshold
FPIR(N, T) = False pos. identification rate R = Num. candidates examined

T = 0! Investigation
T > 0! Identification

https://www.iso.org/standard/66693.html
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https://www.nist.gov/programs-projects/frvt-1n-identification


https://www.nist.gov/programs-projects/face-recognition-vendor-test-frvt-ongoing
https://dx/doi.org/10.6028/NIST.IR.7995
https://dx/doi.org/10.6028/NIST.IR.8052
https://dx/doi.org/10.6028/NIST.IR.8009
https://dx/doi.org/10.6028/NIST.IR.8173
https://dx/doi.org/10.6028/NIST.IR.8197
https://www.nist.gov/programs-projects/face-recognition-vendor-test-frvt-ongoing
https://www.nist.gov/programs-projects/face-projects
https://ggplot2.tidyverse.org/
https://www.r-project.org/
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https://www.nist.gov/itl/iad/image-group/special-database-32-multiple-encounter-dataset-meds
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https://creativecommons.org/licenses/by-sa/2.5/deed.en
https://creativecommons.org/licenses/by-sa/2.0/deed.en
https://creativecommons.org/licenses/by-sa/3.0/deed.en






























http://megaface.cs.washington.edu/








https://www.nist.gov/sites/default/files/documents/2019/09/11/nistir_8271_annex_a_20190911.pdf
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https://nvlpubs.nist.gov/nistpubs/ir/2014/NIST.IR.8009.pdf
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